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IV estimation : a short review Assumptions

IV estimation: assumptions

Assumption 1 (linearity): The equation to be estimated is linear:

yi = xiβ + εi (1)

where xi is an K -dimensional row vector of regressors

Assumption 3.2 (Instrument exogeneity): All the R variables in
the instrument vector zi are orthogonal to the current error term:

E [z ′i εi ] = E [z ′i (yi − xiβ)] = 0 (2)

Predetermined regressors: regressors included in zi .

Endogenous regressors: regressors not included in zi .

Excluded instruments: instruments which are no regressors.
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IV estimation : a short review Assumptions

IV estimation: general framework (II)

Assumption 3 (rank condition for identification): The R × K
matrix Σzx = E (z ′i xi ) is of full column rank.

The orthogonality conditions (2) can be rewritten as follows:

E (z ′i εi ) = E (z ′i yi )− E (z ′i xi )β = 0 or Σzxβ = σzy (3)

(3) is a system of R equations from which one can solve the K
unknown element of the parameter vector β.

This system has an unique solution if Σzx is of full column rank (cf.
assumption 3.4).

Since rank(Σzx) < K if R < K , a necessary condition for
identification is

R((no. predetermined variables) ≥ K ((no. regressors) (4)
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IV estimation : a short review Assumptions

Order condition for identification

Since rank(Σzx) < K if R < K , a necessary condition for
identification is

R((no. predetermined variables) ≥ K ((no. regressors) (5)

Depending on whether the order condition is satisfied, we say that the
equation is

▶ overidentified if rank condition 3 is satisfied and R > K
▶ just identified if rank condition 3 is satisfied and R = K
▶ not identified if rank condition 3 is NOT satisfied or R < K
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IV estimation : a short review (Generalized) Method of Moments

(Generalized) Methods of Moments (G)MM
Orthogonality conditions: Ez ′i εi = 0
Method of moments: choose the parameter estimate β̃ so that

gn(β̃) =
1

n

n∑
i=1

z ′i ε̃i =
1

n

n∑
i=1

z ′i (yi − xi β̃) = 0 (6)

Notice that (6) can be rewritten as follows:

Szx β̃ = szy (7)

where Szx = 1
n

n∑
i=1

z ′i xi and szy = 1
n

n∑
i=1

z ′i yi

If the model is just identified, the matrix Σzx (cf. eq. 3) is square
and invertible. Assuming a random sample, it holds that

plim Szx = Σzx and plim szy = σzx

Solving system (7) yields the Instrumental Variables (IV) estimator:

β̂IV = S−1
zx szy =

(
1

n

n∑
i=1

z ′i xi

)−1
1

n

n∑
i=1

z ′i yi = (Z ′X )−1Z ′y (8)
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IV estimation : a short review (Generalized) Method of Moments

(Generalized) Methods of moments (II)
Under assumptions 1 (linearity), assumption 2 (instrument
exogeneity), and 3 (rank condition for identification), one can use the
law of large number to show that the IV estimator is consistent for β.
Extra assumption needed to show that the IV estimator is
asymptotically normally distributed

▶ Assumption 4: S = E (z ′i ε
2
i zi ) exists and is finite.

If the equation is overidentified (R > K ), we cannot choose an
K -dimensional β̃ to satisfy the R equations in (7).
In that case, use GMM (2SLS) which chooses β̃ so that gn(β̃) (cf.
equation (6)) is as ”close” to 0 as possible.

The GMM estimator minimizes the distance between gn(β̃) and the
zero vector:

β̂(Ŵ ) = argmin
β̃

n · gn(β̃)′Ŵ gn(β̃) (9)

where Ŵ= weighting matrix (symmetric and positive definite).
7 / 23



IV estimation : a short review (Generalized) Method of Moments

Large-Sample Properties of GMM

Equation (9) defines a set of GMM estimators, depending on Ŵ .

This section:
1 Large Sample Properties of GMM for given choice of Ŵ
2 ”Optimal” choice of Ŵ : which GMM estimator is asymptotically

efficient?

Ad 1: One can show that the GMM estimator is consistent and
asymptotically normally distributed.

Optimal choice of of Ŵ : A lower bound for the asymptotic variance
of the GMM estimators is reached if

Ŵ = Ŝ−1 =

(
1

n

n∑
i=1

ε̂2i z
′
i zi

)−1
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IV estimation : a short review (Generalized) Method of Moments

Large-Sample Properties of GMM

Two step estimation procedure
1 Choose a ’convenient’ matrix Ŵ , e.g W = IR or Ŵ = S−1

zz (two
stage least squares estimator, see below)

2 Use this ’initial estimate of β to compute ε̂i and Ŝ

3 Efficient GMM estimator

β̂(Ŝ−1) = (S ′
zx Ŝ

−1
Szx)

−1
S
′
zx Ŝ

−1
szy (10)
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IV estimation : a short review Hansen (1982) test overidentifying restrictions

Hansen (1982) test overidentifying restrictions

If the equation is exactly identified (R = K ) and Σzx of full column
rank), then distance (cf. equation (9))

J(β̃, Ŵ ) = n · gn(β̃)′Ŵ gn(β̃)

is equal to zero irrespective of the choice of Ŵ !

If the equation is overidentified, then the distance cannot be set to
zero exactly, but we would expect the minimized distance to be close
to zero.
Based on the distance measure, Hansen (1982) has developed a test
of ”overidentifying restrictions”. The null hypothesis is

H0 : E (gi ) = E (z ′i εi ) = 0

If Ŵ = Ŝ−1, the minimized distance is χ2 distributed with R − K
degrees of freedom.

10 / 23



IV estimation : a short review Two stages least squares

Two stages least squares

Assumption 3.7 (conditional homoskedasticity)

E (ε2i |zi ) = σ2

Under conditional homoskedasticity

S = E (ε2i ziz
′
i ) = σ2Σzz

Efficient GMM becomes 2SLS

β̂2SLS = β̂(Ŝ−1
zz ) = [S ′

zx(Szz)
−1Szx ]

−1S ′
zx(Szz)

−1szy (11)

which does not depend on σ̂2.
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IV estimation : a short review Two stages least squares

Two stages least squares (II)

”Justification” for the name Two-stage least squares (2SLS)
Without loss of generality I assume that there is only 1 endogenous
regressor y2i in the model.

1 First stage regression: regress the endogenous regressor xi on zi

y2i = z
′
i π + νi (12)

and calculate the fitted value x̂i
2 Second stage regression: regress the dependent variable yi on

constant and ŷ2i and the predetermined regressors.

One can check the validity of the instrument relevance assumption by
performing the first stage regression and perform a F-test on the
excluded instruments (i.e. the variables in zi which are not in xi ).
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IV estimation : a short review Bias of 2SLS (GMM)

Bias of 2SLS (GMM)
Under GM assumptions, OLS estimator is consistent AND unbiased.

The 2SLS estimator is consistent, but biased. In small samples, the
bias can be considerable.
The 2SLS estimator is most biased when

▶ the instruments are ”weak”, meaning that the partial correlation
between excluded instruments and the endogenous regressor is low.

▶ there are many over-identifying restrictions.

It can be shown show that in case of a single endogenous regressor

E (β̂2SLS − β) ≈ σεν
σ2
ν

[
E (π′Z ′Zπ)/K

σ2
ν

+ 1

]−1

=
σεν
σ2
ν

(F + 1)−1

(13)

If F ≈ 0 then the bias in the 2SLS estimate is almost equal to the
bias in the OLS estimate (σεν

σ2
ν
)

The bias of 2SLS vanishes when F gets large.

Rule of thumb (see Bound et al, 1992): F > 10.
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The C-test for endogeneity

The C statistic (also known as the ”difference-in-Sargan” statistic)
allows a test of the exogeneity of one or more instruments.

It is defined as the difference of the Sargan-Hansen statistic of
1 the equation with the full set of instruments (i.e., including the

instruments whose validity is suspect) and
2 the equation with the smaller set of instruments (valid under both the

null and alternative hypotheses)

Under the null hypothesis that both the smaller set of instruments
and the additional, suspect instruments are valid, the C statistic is
distributed as chi-squared in the number of instruments tested.
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Fort, Manaresi, Trucchi (2016)

Fort, Manaresi and Trucchi (2016)
Fort, Margherita, Francesco Manaresi, and Serena Trucchi. ”Adult
financial literacy and households’ financial assets: the role of bank
information policies.” Economic Policy 31.88 (2016): 743-782.
Italian Banks that entered the PattiChiari Consortium, had to
provide to their customers information on basic economic concepts
(e.g., about compound interests, fixed/flexible interest rates, and the
calculation of debt repayment instalments) and more transparent
information on current account expenditures.
This info provided on regular basis in a easy accessible way (Internet
and/or at local bank branch).
Any bank can apply to be a member of the Consortium, provided that
it undertakes the “Quality Commitments”.
Dataset: 2010 wave of SHIW
FL questions on portfolio diversification, the risk associated to fixed
or adjustable interest rate and the effect of inflation.
Instrument: dummy indicating whether the ’main’ bank of the
household is part of the PattiChiari Consortium.
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Empirical strategy

wealthip = β0 + β1finlitip + xipβ2 + γp + εip (14)

finlitip = α0 + α1Pattiip + xipα2 + δp + νip (15)

wealthip = θ0 + θ1Pattiip + xipθ2 + µp + ξip (16)

The authors expect α1 > 0 and θ1 > 0 (’intention to treat’ effect)
and argue that the variable Pattiip is exogenous in both equations
(15) and (16) (no self-self-selection into a Pattichiari bank).
β1 can be estimated consistently by IV.
LATE: The IV estimate of β1 applies to the subpopulation of
compliers, i.e., individuals whose financial knowledge increases
because of information policies carried out by banks.
When both the instrumental variable and the treatment variable are
binary, the first-stage estimate of the effect of the instrument on the
endogenous regressor (α1) (cf. table 3)
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Summary statistics
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Baseline specification
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Binary measure for financial literacy
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Different subgroups
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Lewbel (2012)

Lewbel, A. (2012), ”Using Heteroscedasticity to Identify and Estimate
Mismeasured and Endogenous Regressor Models”, Journal of Business
& Economics Statistics, 30(1), pp. 67-80.

This article provides a new method of identifying structural
parameters in models with endogenous or mismeasured regres- sors.

The method may be used in applications where other sources of
identification, such as excluded instrumental variables, and repeated
measurements are not available.
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Lewbel (2012)
Consider the following triangular system of equations

y1 = xβ1 + y2γ1 + ε1 (17a)

y2 = xβ2 + ε2 (17b)

Traditionally, this model would be identified by imposing equality
constraints on β1, e.g. β1j = 0. Then xj can be viewed as an
excluded instrument

The model is also identified if we assume cov(ε1, ε2) = 0 (recursive
system).
Assumptions

1 E (x ′ε1) = 0 (orthogonality condition), E (x ′ε2) = 0 and for some
random vector z , cov(z , ε1ε2) = 0

2 cov(z , ε22) ̸= 0

The elements of z can be discrete or continuous, and z can be a
vector or a scalar.

Some or all of the elements of z can also be elements of x .
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Lewbel (2012)
The parameters β1, γ1 and β2 can be estimated by means of GMM
based on the following moment conditions

E (x ′ε1) = 0 (18a)

E (z − E (z))′ε2ε1 = 0 (18b)

E (x ′ε2) = 0 (18c)

Estimation strategy:
▶ Estimate β2 by running the first stage regression (17b) (cf. moment

condition 18c)
▶ Compute the residuals of the first-stage regression ε̂2i = y2i − xi β̂2

▶ Generate the ’excluded’ instruments (zi − z̄)′ε̂2i (cf. moment condition
18b).

▶ The parameters β1 and γ1 can be estimated by using a standard IV
regression (e.g the Stata routine ivreg2.

▶ See example in file smpjfe2012.log. In the example the method does
not work well (rejection overidentifying restrictions)
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